**Επιλεγμένοι Αλγόριθμοι για το ‘project’:** **A Machine learning approach for forest fires**.

[**Bayes net / Bayesian Network.**](https://www.bayesserver.com/docs/introduction/bayesian-networks/)

Τα συγκεκριμένα δίκτυα, είναι Γραφικά Μοντέλα Πιθανοτήτων, τα οποία μπορούν να δημιουργήσουν: διαγνωστικά μοντέλα, μοντέλα αιτιών (causal), και να λάβουν λήψη αποφάσεων, και πρόβλεψης [[1].](#_References)

Συνεπώς, το Bayes Net, θεωρείται ένα χρήσιμο εργαλείο, στην πρόβλεψη, και στην σωστή ανίχνευση, δασικών πυρκαγιών. Επί το έργο, θα αναφερθούμε, με συντομία, σε δύο έρευνες.

* Ο συγκεκριμένος αλγόριθμος, χρησιμοποιήθηκε στην μελέτη: *A Bayesian network model for prediction and analysis of possible forest fires causes*, το 2020. Η έρευνα, διεξήχθη στην Μούγλα, της Τουρκίας. Το μοντέλο τους έδειξε, ότι οι δύο πιο καθοριστικοί παράγοντες, για την σωστή πρόβλεψη, είναι: ο μήνας, και η θερμοκρασία [[2].](#_References)
* Το 2021, δημοσιεύτηκε η έρευνα, στο MDPI: *A Bayesian Network – Based Information Fusion Combined with DNNS for Robust Video Fire Detection.* Ο συνδυασμός, Regional – Convolutional Neural Network(R – CNN), Long – Short term memory (LSTM), και Bayesian Net, απέδειξε ότι το τελευταίο όχι μόνο βελτιώνει την ακρίβεια ανίχνευσης, μίας πυρκαγιάς∙ αλλά μειώνει και τον χρόνο λήψης απόφασης [[3].](#_References)

[**Naïve Bayes**](https://www.ibm.com/topics/naive-bayes)

Επρόκειτο, για ένα εποπτευόμενο αλγόριθμο, Μηχανικής Μάθησης, ο οποίος, χρησιμοποιείται για εργασίες ταξινόμησης. Χρησιμοποιεί τις αρχές της πιθανότητας, για την εκτέλεση εργασιών ταξινόμησης [[4]](#_References)

Ένα από τα δυνατά του σημεία, είναι ότι ο αλγόριθμος, επιδέχεται βελτιώσεις, και τροποποιήσεις, ούτως ώστε να πετυχαίνει καλύτερα αποτελέσματα, σε έρευνες, στην πρόβλεψη δασικών πυρκαγιών.

* Την τροποποίηση του Naïve Bayes, συναντούμε, στην εξής έρευνα, η οποία, δημοσιεύτηκε στο MDPI: *Towards Fire prediction Accuracy Enhancements by Leveraging an Improved Naïve Bayes Algorithm.* Στην προαναφερόμενη έρευνα, εξέλιξαν τον αλγόριθμο σε Double Weighted Naïve Bayes with Compensation Coefficient (DWCNB), και το συνέκριναν με το Naïve Bayes, και το Double Weighted Naïve Bayes. Τα αποτελέσματα, έδειξαν ακρίβεια πρόβλεψης 98,13%, τα οποία ήταν 5,08% υψηλότερα από το Naïve Bayes, και 2,52% από το Double Weighted Naïve Bayes [[5].](#_References)
* Σε έρευνα της Τουρκίας, 2024, χρησιμοποιήσανε διαφορετικούς αλγόριθμούς, για να εξάγουν τα καλύτερα αποτελέσματα, για την πρόβλεψη πυρκαγιάς. Η έρευνα τους, είχε τίτλο: *Predicting forest fire vulnerability using machine learning approaches in the Mediterranean region: a case study in Turkiye.* Η μελέτη συνέκρινε: Naïve Bayes, Decision Tree, Random Forest, Artificial Neural Networks, και Support Vector Machines. Ο αλγόριθμος Random Forest απέδωσε τις υψηλότερες μετρήσεις, ενώ ο Naïve Bayes είχε σταθερή απόδοση, αν και χαμηλότερη, από το Random Forest, και το Decision Tree [[6].](#_References)

[**Logistic Regression**](https://www.kdnuggets.com/2022/07/logistic-regression-work.html)

Όπως, και ο προηγούμενος, αλγόριθμος, αντίστοιχα και ο Logistic Regression, λειτουργεί με τη Μηχανική Μάθηση ταξινόμησης, και χρησιμοποιείται για την πρόβλεψη πιθανοτήτων. Ένα χαρακτηριστικό του είναι η πρόβλεψη, σε σύνολα δεδομένων με πολλά χαρακτηριστικά [[7].](#_References)

Ο Logistic Regression, χρησιμοποιείται ευρέως, σε φυσικές καταστροφές, όπως σε μοντέλα εκδήλωσης πυρκαγιάς, σύμφωνα με την ακόλουθη έρευνα: *A Survey of Machine Learning Algorithms based Forest Fires Prediction and Detection*[[8]](#_References)

* Στην Κίνα, το 2013, χρησιμοποιήθηκε ο Logistic Regression, για να προβλέψουν την εκδήλωση, δασικών πυρκαγιών. Η συνολική ακρίβεια της πρόβλεψης, κυμάνθηκε περίπου στο 85,7%. Πάρα ταύτα, στην έρευνα επισημάνθηκε, ότι αυτά τα αποτελέσματα, αφορούσαν μία επαρχία της Κίνας∙ και ότι η κάθε χώρα τυγχάνει, να έχει διαφορετικά αποτελέσματα, λόγω των γεωγραφικών και κλιματολογικών, διαφορών [[8].](#_References)
* Στην Πορτογαλία, το 2001, έγινε σύγκριση του Logistic Regression με το Neural Network, για την πρόβλεψη εκδήλωσης πυρκαγιάς. Ο Logistic Regression, ανέφερε 78,8% πρόβλεψη για εκδήλωση, και 74% πρόβλεψη για μη εκδήλωση πυρκαγιάς. Ενώ ο Neural Network, είχε 75,7% για πρόβλεψη εκδήλωσης, και 87,8 για μη εκδήλωση πυρκαγιάς [[8].](#_References)

[**Multilayer Perceptron (MLP)**](https://www.sciencedirect.com/topics/computer-science/multilayer-perceptron)

Το Multilayer Perceptron είναι ένα ευρέως χρησιμοποιούμενο Neural Network. Αποτελείται από πολλαπλά επίπεδα, και περιέχει ένα σύνολο στοιχείων αντίληψης, γνωστά ως νευρώνες. Έχει εφαρμογή, σε μοντέλα πρόβλεψης και αναγνώρισης μοτίβων εικόνας [[9].](#_References)

* Σε επαρχία της Κίνας, διεξήχθη, το 2022, η έρευνα: *Using Multilayer Perceptron to Predict Forest Fires in Jiangxi Province, Southeast China*. Σε αυτό το άρθρο μελετήθηκαν διάφορα μοντέλα, για την εκδήλωση δασικών πυρκαγιών. Χρησιμοποιήθηκαν διαγράμματα ROC, για να συγκριθούν τα αποτελέσματα, από: (MLP), Logistic, and SVM. Το μοντέλο (MLP) σημείωσε το υψηλότερο ποσοστό, σε σχέση με τα υπόλοιπα. Ειδικότερα, το (MLP) είχε σκορ 0,984, το logistic 0.933, και το SVM 0.974 [[10].](#_References)
* Σε ακόμη μία επαρχία της Κίνας, το 2012, έγινε σύγκριση ανάμεσα στο (MLP) και στο RBNF, στην μελέτη: *Estimation of the burned area in forest fires using computational intelligence techniques*. Το πόρισμα τους έδειξε 65% ακρίβεια, χρησιμοποιώντας ως χαρακτηριστικά, την υγρασία και την ταχύτητα του ανέμου∙ ενώ το RBFN είχε χαμηλές αξιολογήσεις [[8]](#_References)

[**J48**](https://www.bitsathy.ac.in/data-mining-algorithms/)

Ο J48, ανήκει στην οικογένεια των αλγόριθμων Decision Tree, υπό επιβλεπόμενη μάθηση. Δημιουργεί ένα δέντρο απόφασης, το οποίο διασπά σε υποσύνολα. Χρησιμοποιείται σε ανάλυση κινδύνου, αναγνώριση πρότυπων, και κάνει προβλέψεις [[11].](#_References)

* Ο J48, επιλέχθηκε μαζί με τους Random Forest (RF), adaBoostM1, και Bagging, στην Αλγερία, το 2020, για το project: *Predicting Forest Fires in Algeria using Data Mining Techniques: Case study of the Decision Tree Algorithm.* Τα αποτελέσματα παρότι έδειξαν, την καλύτερη απόδοση από το adaBoostM1 (84.21%), οι ερευνητές δεν το συστήνουν λόγω της πολυπλοκότητας, στην μετάφραση του υλικού, και των απαιτητικών πόρων. Ως εκ τούτου, συστήνουν, το J48 με απόδοση (82,89%). Ο (RF) ανήλθε στο (72,36%), και ο Bagging στο (78,94%) [[12]](#_References)
* Σε μελέτη, της Σλοβενίας, το 2005, τα αποτελέσματα από το J48, είχαν τα χαμηλότερα αποτελέσματα. Συγκεκριμένα, η έρευνα: *Learning to Predict Forest Fires with Different data Mining Techniques, αν*έδειξε το αλγόριθμο Bagging ως το πιο αποδοτικό∙ σε σχέση, με τους: Logistic Regression, Random Forest, J48, και Boosting [[13].](#_References)

[**Random Forest**](https://www.ibm.com/topics/random-forest)

Ο Random Forest, είναι ένας διαδεδομένος αλγόριθμος, μηχανικής μάθησης. Η ευκολία στην χρήση του, και η ευελιξία του, σε προβλήματα ταξινόμησης και παλινδρόμησης, με ακριβείς προβλέψεις, έχουν οδηγήσει στην ευρεία υιοθέτηση του [[14].](#_References)

* Στο MDPI, το 2023, δημοσιεύτηκε η έρευνα: *Forest – Fire – Risk Prediction based on Random Forest and Backpropagation Neural Network of Heihe Area in Heilongjiang Province, China.* Σε αυτή, έγινε σύγκριση, στα αποτελέσματα από το Random Forest, και το backpropagation Neural Network (BPNN). Και οι δύο μέθοδοι, βρέθηκαν κατάλληλοι για την πρόβλεψη δασικών πυρκαγιών. Ο μεν (RF) κυμάνθηκε μεταξύ του 87,91% - 88,98%, και ο δε (BPNN) μεταξύ του 86,01% και του 86,94% [[15].](#_References)
* Ο Random Forest, παρουσίασε ικανοποιητικά αποτελέσματα, και σε αυτή την έρευνα: *Using GIS and random Forest to identify fire drivers in a forest city, Yichun, China.* Η πρόβλεψη, για ξέσπασμα φωτιάς από μετεωρολογικά δεδομένα, κυμάνθηκε από το 71,2% μέχρι το 76,5%. Η πρόβλεψη, από συνδυασμένους παράγοντες, είχε υψηλότερα ποσοστά, από 80,78% - 84,8%. Η τιμή AUC, με βάση τους μετεωρολογικούς παράγοντες, ήταν 0,740 – 0,807 υποδεικνύοντας μέτρια προσαρμογή του μοντέλου. Από την άλλη, η τιμή με συνδυασμένους παράγοντες, έδειξε εξαιρετική προσαρμογή, του μοντέλου, με τιμές 0,886 – 0,906 [[16].](#_References)

**Selected Algorithms for the project: A Machine learning approach for forest fires.**

[**Bayes net / Bayesian Network.**](https://www.bayesserver.com/docs/introduction/bayesian-networks/)

The Bayesian Networks, are Probabilistic Graphical Models, they can create: diagnostic models, causal models, decision making, prediction, e.t.c. [[1].](#_References)

Therefore, the Bayes Net, is considered as a useful tool, in prediction and detection area, of forest/ wildfires fires. Consequently, it follows a brief reference, of two papers.

* The specific algorithms, was used, in study: *A Bayesian network model for prediction and analysis of possible forest fires causes,* in 2020. The study was conducted in Mugla, of Turkey. The model showed, that the most effective factors, on forest fires ignition, were: the month, and the temperature [[2].](#_References)
* In 2021, it was published, on MDPI, the survey: *A Bayesian Network – Based Information Fusion Combined with DNNS for Robust Video Fire Detection.* The combination,Regional – Convolutional Neural Network (R – CNN), Long – Short term memory (LSTM), and Bayesian Net, proved that the last one, not only improves the detection accuracy, of forest / wildfires∙ but also reduces the decision making [[3].](#_References)

[**Naïve Bayes**](https://www.ibm.com/topics/naive-bayes)

The Naïve Bayes is a supervised machine learning algorithm, used for classification tasks. This classifier, use principles of probability in order to perform classification tasks [[4].](#_References)

One of the strong points, of the algorithm, is the amenable improvements, and modifications, as to achieve better results in research, such as the forest wildfires prediction.

* A proportional modification was found in the following research, which was published on MDPI*: Towards Fire prediction Accuracy Enhancements by Leveraging an Improved Naïve Bayes Algorithm.* In the aforementioned paper, there was an evolutionary algorithm, the Double Weighted Naïve Bayes with Compensation Coefficient (DWCNB)∙ which compared with Naïve Bayes, and Double Weighted Naïve Bayes. The results showed a prediction accuracy of 98.13%, higher than Naïve Bayes for 5.08%, and respectively 2.52% than Double weighted Naïve Bayes. [[5].](#_References)
* In a recent research, 2024, in Turkey, it was used different algorithms so as to extract the highest accuracy, for forest / wildfires. The paper, was: *Predicting forest fire vulnerability using machine learning approaches in the Mediterranean region: a case study in Turkiye*. The study compared: Naïve Bayes, Decision Tree, Random Forest, Neural Networks, and Support Vector machines. The Random Forest algorithm, yielded the highest accuracy, while Naïve Bayes performed consistently, albeit lower than Random Forest, and Decision Tree [[6].](#_References)

**Logistic Regression**

Like the previous algorithm, Logistic Regression, works also with machine learning classification, and used to predict probabilities. This (ML) technique used in data sets with many features [[7].](#_References)

The Logistic Regression, is widely used in natural hazards, such as fire modeling by estimating, the probability of occurrences, according the following survey: *A Survey of Machine Learning Algorithms based Forest Fires Prediction and Detection* [[8]](#_References)

* In China, 2013, it was used the Logistic Regression, to predict forest /wildfires ignition. The global accuracy, was about the 85.7%. However, in the paper, it was pointed out, that the results concerned on one province, of China∙ each country happens to have different results due to geographical and climatic differences [[8].](#_References)
* In Portugal, 2001, Logistic Regression was compared to Neural Network, for fire occurrence prediction. Logistic Regression reported a 78.8% prediction for occurrence, and 74% prediction for non – occurrence of fire. While the neural Network, had 75.7% for event prediction, and 87.8% for non – event fire [[8].](#_References)

[**Multilayer Perceptron (MLP)**](https://www.sciencedirect.com/topics/computer-science/multilayer-perceptron)

The Multilayer Perceptron is a commonly used Neural Network. It composed of multiple layers, and contains a set of perception elements known as neurons. It is used in forecasting models, and image pattern recognition [[9].](#_References)

* In a Chinese province, in 2022, was conducted the research: *Using Multilayer Perceptron to Predict Forest Fires in Jiangxi Province, Southeast China*. In this paper, several models were studied for the occurrence of forest fires. ROC plots were used to compare results from: (MLP), Logistic, and SVM. The (MLP) model scored the highest percentage, compared to the rest. Precisely, (MLP) scored 0.984, Logistic 0.933, and SVM 0.974 [[10].](#_References)
* In another province of China, in 2012, a comparison was made between (MLP) and RBNF, in the study: *Estimation of the burned area in forest fires using computational intelligence techniques.* Their finding showed 65% accuracy using humidity and wind speed, as features∙ while RBFN presented poor performance [[8].](#_References)

[**J48**](https://www.bitsathy.ac.in/data-mining-algorithms/)

J48, belong to the of Decision Tree algorithm, in supervised learning. Creates a decision tree, which breaks into subsets. It used in risk analysis, pattern recognition and makes predictions [[11].](#_References)

* Ο J48, was selected among with Random Forest (RF), adaboostM1, and Bagging, in Algeria, 2020, for the project: *Predicting Forest Fires in Algeria using Data Mining Techniques: Case study of the Decision Tree Algorithm.* Although, the results showed best performance, with adaBoostM1 (84.21%), the researchers do not recommend it due it needs significant resources and effort to be translated to hardware implementation. Therefore, they recommend J48 with accuracy (82,89%). The (RF) came up to (72,36%), and Bagging to (78,94%) [[12].](#_References)
* In a study, to Slovenia, 2005, the J48, had the lowest result. Specifically, on the paper: *Learning to Predict Forest Fires with Different data Mining Techniques*, highlighted the Bagging, as the most efficient∙ in relation to: Logistic Regression, Random Forest, J48, και Boosting [[13].](#_References)

[**Random Forest**](https://www.ibm.com/topics/random-forest)

Random Forest is a popular machine learning algorithm. Its ease of use and flexibility, in handles classification and regression problems, in more precise predictions, fueled its commonly adoption [[14].](#_References)

* On MDPI, 2023, it was published, the paper: *Forest – Fire – Risk Prediction based on Random Forest and Backpropagation Neural Network of Heihe Area in Heilongjiang Province, China.* There was a comparison, in the research, among the Random Forest, and the backpropagation Neural Network (BPNN). Both methods, were found suitable for predicting forest / wildfires. The (RF) prediction range between 87,91% - 88,98%, while the (BPNN) accuracy was 86,01% and 86,94% [[15].](#_References)
* Random Forest, presented satisfactory results also in this research: *Using GIS and random Forest to identify fire drivers in a forest city, Yichun, China.* The forecast, for a fire outbreak, meteorological data ranged from 71,2% to 76,5%. The prediction, from combined factors, had a higher percentage among 80,78% - 84,8%. The AUC value, based on meteorological factors, were 0,740 – 0,807 indicating a moderated model fit. On the other hand, the value with combined factors showed an excellent fit, with the model 0,886 – 0,906 [[16].](#_References)
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